
International Journal of Research and Development in Applied Science and Engineering (IJRDASE) 
 

Available online at: www.ijrdase.com Volume 1, Issue 1, June 2015 
All Rights Reserved © 2015 IJRDASE 

 

Structural Design for Energy-aware Database 
Management Systems 

 
 

Abstract—This paper presents an open database storing energy-
relevant data from a multi-robot flexible factory automation 
system. with the rising energy prices and energy-inefficient 
server deployments, it's clear that there's a requirement for 
DBMSs to think about energy efficiency as a superior operational 
goal. The traditional query optimizer is primarily concerned with 
maximizing the query performance. We propose a framework 
which helps reduce system energy consumption and response 
time measurements for executing the query using two different 
query plans – hash join (HJ) and sort-merge join (MJ) at two 
different system settings on MySQL. The energy measurement is 
the actual energy that is drawn by the entire server box – i.e., we 
measure the energy drawn from the wall socket by the entire 
system. This paper presents a replacement framework for 
energy-efficient query process. The framework augments 
question plans created by ancient traditional optimizers with 
associate energy consumption prediction to provide associate 
Energy Rejoinder Time Profile for a query. Power Efficient 
Software.  
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and Green Cloud 
 
1. Introduction  
Cloud Computing has modified the approach applications and 
computer code are distributed and used additional and more 
firms are shift to Clouds more their IT value. Thus, it's 
become vital to handle the energy potency at application and 
information center level. This aspect has received little 
attraction since several applications are already on use and 
most of the new applications are largely upgraded version of 
or developed victimization antecedently enforced tools.  A 
number of the efforts during this direction are for MPI 
applications [1], That are designed to run directly on physical 
machines. Thus, their performance on virtual machine remains 
indefinite power economical techniques [2] for computer  
code  are largely for embedded devices. Therefore, to attain 
energy potency at application level, SaaS suppliers ought to 
listen in deploying computer code and information on proper 
of infrastructure which might execute the computer code most 
expeditiously. This necessitates the analysis and analysis of 
trade-off between performance and energy consumption 

because of execution of software on multiple platforms and 
hardware.  Additionally, the energy consumption at the using 
level and code level ought to be thought of by software 
developers within the style of their future application 
implementations victimization varied energy-efficient 
techniques planned.  
 
2. Related  work  
Willis Lang et al. (2012) Energy is a growing component of 
the operational cost for many “big data” deployments, and 
hence has become increasingly important for practitioners of 
large-scale data analysis who require scale-out clusters or 
parallel DBMS  appliances. Although a number of recent 
studies have investigated the energy efficiency of DBMSs, 
none of these studies have looked at the architectural design 
space of energy-efficient parallel DBMS clusters. There are 
many challenges to increasing the energy efficiency of a 
DBMS cluster, including dealing with the inherent scaling 
inefficiency of parallel data processing.  In this work, authors 
experimentally examine and analyze a number of key 
parameters related to these challenges for designing energy-
efficient database clusters. We they explore the cluster design 
space using empirical results and propose a model that 
considers the key bottlenecks to energy efficiency in a parallel 
DBMS. 
Bin Zhang, (2012) In order to fully exploit the potential of 
optimization algorithms for energy savings in factory 
automation settings, it is needed to bring together engineers 
that have knowledge of signal processing algorithms with 
shop floor engineers that are experienced with real 
manufacturing processes and factory automation settings. 
authors presents an open database storing energy-relevant data 
from a multi-robot flexible factory automation system. The 
database was populated with data regarding equipment 
CAMX state events, process/cell/device energy consumption 
and quality. The database was accessed via a URL and will be 
further populated with data related to production performance, 
machine failures and temporary stops etc. The intention is to 
provide algorithm developers with the needed datasets for 
design of optimization algorithms for energy efficient 
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manufacturing settings. In order to fully exploit the potential 
of optimization algorithms for energy savings in factory 
automation settings, it is needed to bring together engineers 
that have knowledge of signal processing algorithms with 
shop floor engineers that are experienced with real 
manufacturing processes and factory automation settings. For 
this, the easiest approach would be to have large datasets 
gathered and stored in the cloud, together with information on 
how the data can be accessed, so that every interested party 
can make use of it. This work was for such an initiative.  
 
 
3. Clouds energy efficient options  
There is an excellent concern within the community that 
Cloud computing may result in higher energy usage by the 
datacenters, the Cloud computing green inexperienced lining. 
There are many technologies and ideas used by Cloud 
suppliers to realize higher utilization and efficiency than 
ancient computing. Therefore, relatively lower carbon 
emission is anticipated in Cloud computing owing to 
extremely energy economical infrastructure and reduction 
within the IT infrastructure itself by multi-tenancy. The key 
driver technology for energy economical Clouds is 
“Virtualization,” that permits vital improvement in energy 
efficiency of Cloud suppliers by leverage the economies of 
scale related to sizable amount of organizations sharing a 
similar infrastructure. Virtualization is that the method of 
presenting a logical grouping or set of computing resources so 
they will be accessed in ways in which offer edges over the 
first configuration [7]. By consolidation of underutilized 
servers within the variety of multiple virtual machines sharing 
same physical server at higher utilization, corporations will 
gain high savings within the variety of area, management, and 
energy.  
 
3.1 Energy efficient database management system  
As mentioned higher than, with the rising energy prices and 
energy-inefficient server deployments, it's clear that there's a 
requirement for DBMSs to think about energy efficiency as a 
superior operational goal. In fact, driven by requests from its 
customers, the group action process Performance Council has 
moved  during this direction, and every one  benchmarks 
currently have a part for coverage the energy consumed once 
running the benchmarks [12]. Whereas the primary version of 
this benchmark has resulted in a very compromise that creates 
this energy coverage non mandatory, the organization clearly 
expects that “Competitive demands can encourage take a look 
at sponsors to incorporate energy metrics as before long as 
attainable.” Consequently, info and hardware vendors that 
want to report TPC energy metrics can have a keen interest in 
minimizing their “power/performance” results. Mercantilism 
performance for lower energy consumption will happen as a 
result of a database management system server could have 

opportunities to execute the question slower, if the extra delay 
is suitable. 
 
4. Proposed  Framework 
In this section we tend to propose a general question process 
organized framework, that uses each energy and interval toe 
the optimization criteria. The queries used in this work: (1) the 
way to fine tune the work of the question optimizer in 
lightweight of its extra responsibility to optimize for energy 
usage? (2) Given this new responsibility, however will we 
style a question optimizer?  
 
4.1 New Role of the Query Optimizer 
The traditional query optimizer is primarily concerned with 
maximizing the query performance. The optimizer’s new goal 
now is to find query plans that have acceptable performance, 
but consume as little energy as possible.  We want the query 
optimizer to return an energy-enhanced query plan that is to 
the left of the Service Level Agreement(SLA) -dictated 
performance requirement, and as low as possible along the y-
axis. The main task here is to generate energy rejoinder profile   
plots like that shown in Figure 1. In Figure 1 we show an 
energy rejoinder profile   for a single equijoin query on two 
Wisconsin Benchmark relations [10]. 
 

 
Fig. 1. Energy rejoinder profile   for a single equijoin 

 
The plot shows the system energy consumption and response 
time measurements for executing the query using two 
different query plans – hash join (HJ) and sort-merge join 
(MJ) at two different system settings (labeled ‘S’, ‘M’), on 
MySQL. System setting ‘S’ corresponds to the “stock” (high 
power/performance) system settings. System setting ‘M’ is the 
power/performance setting that can save energy by reducing 
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the memory capacity as we simulated in Figure 1. The energy 
measurement is the actual energy that is drawn by the entire 
server box – i.e., we measure the energy drawn from the wall 
socket by the entire system. In this figure, we have plotted all 
the other data points proportionally relative to (HJ, S), for 
both the energy consumption (on the y-axis), and the response 
time (on the x-axis). A response time SLA is represented by a 
dashed vertical line. To generate these plots, the query 
optimizer needs to quickly and accurately estimate both the 
response time and the energy consumption for each query 
plan. Query optimizers today are fairly good at predicting the 
response time, but doing so while accounting for varying 
hardware configuration is a new challenge. Of course, this 
challenge of predicting the energy consumption of a given 
query plan for a specific system setting also requires that the 
query optimizer understands the power/performance settings 
that the hardware offers. 

 
4.2Framework 
The question is provided as input to the question arrange 
generator in SQL Server, that is then requested to list all the 
promising question plans that the optimizer has known. These 
question plans at the side of the data regarding accessible 
system settings is provided as input to the Energy value 
reckoner, that generates the energy rejoinder profile 
exploitation associate analytical model for predicting the 
energy consumption. The generated energy rejoinder profile   
is then employed by the combined energy-enhanced question 
optimizer to decide on the foremost energy-efficient arrange 
that meets SLA constraints. Then, a command to change to the 
chosen system in operation state is distributed to the hardware, 
followed by causation the best query commit to the execution 
engine.  

 
Fig. 2. an summary of the energy price model. The operator model estimates the question parameters needed by the hardware abstraction model for every 

query set up from the information statistics on the market. The hardware abstraction model uses the query parameters calculable and also the system 
parameters learnt to accurately estimate the energy price. 

 
Here, we have a tendency to in brief describe AN analytical 
model that estimates the energy price of executing a query at a 
specific power/ performance system setting. Our model 
abstracts away the energy price of a query in terms of system 
parameters that may be learnt through a “training” procedure, 
and query parameters (CPU directions, memory fetches, etc.) 
that may be calculable from on the market information 
statistics. we would like to develop a straightforward, 
portable, practical, and correct methodology to estimate the 
energy price of a query set up. sadly, previous techniques 
accustomed estimate energy consumption fail to satisfy one or 
a lot of  those goals. as an example, a circuit-level model of 
hardware elements accurately predict the energy consumption, 
however these models even have a high process overhead that 
build them impractical for query optimisation. On the opposite 
hand, a better level model that treats the complete system as a 

recording machine, though easy and transportable. In our 
models, the ability drawn by totally different hardware 
elements area unit abstracted into learn-able system 
parameters that area unit combined with a straightforward 
operator model. Figure 2 offers an summary of the energy 
price model that we've designed. 
The operator model takes as input the question set up and uses 
the database statistics to estimate the question parameters 
that's needed by the hardware abstraction model to estimate 
the energy price. The hardware abstraction model that we 
have a tendency to describe below needed estimations of  
parameters from the operator model: the quantity of hardware 
directions, the quantity of memory accesses, the quantity of 
disk scan and write requests anticipated throughout question 
execution. Our operator model provided estimates for these 
four query parameters for 3 basic operations: choice, 
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projection, and joins. The hardware abstraction model then 
uses these four question parameters and also the latency model 
(since latency relies on system settings) to estimate the energy 
price of evaluating {a question|a question |a question} 

employing a specific query set up at a specific 
power/performance system setting, primarily computing the 
energy rejoinder profile .  

  
Table 1: Both queries have the template (SELECT * FROM T1, T2 WHERE <predicate>). These queries are used for the ERP plotted in Figure 4.15. All 

relations are modified (100 byte tuples) 
 

Query Predicate Size of T1, T2 
A T1.unique< 0.1*||T1||AND 

T1.unique1=T2.unique2 
1GB,1GB 

B T1.unique2=T2.unique2 5GB,5GB 
 
5. Experimental Results: Joins Effectiveness tested on ERP 
We now present end-to-end results using the techniques that 
we've proposed in  this paper. We have a tendency to use the 2 
system settings delineated  within the starting of this Paper; 
particularly, (1) S – the default stock settings of our system, 
and (2) M – a reduced memory setting wherever the memory 
is reduced from 4GB to 2GB. Here we present results with the 
2 queries shown in Table 1. each queries are join queries on 
two changed   tables, where the tuple length has been reduced 
to 100 bytes. question A may be a 100 pc selectivity join on 2 
small 1GB tables whereas query B may be a full join on the 
sorted keys of 2 5GB tables. 
First, allow us to examine the scenario when switching to a 
lower power/performance state has little effect on the reaction 
time. With solely 2GB of memory, we expect that a query 
whose peak main memory requirement is a smaller amount 
than 2GB will take approximately constant amount of your 
time to execute, and thence can provide significant energy 
savings. Figure 3 (a) shows the ERP of query A in Table 1. As 

we are able to see, retaining constant hash join plan but using 
system setting ‘M’ reduces the energy consumption by 18% 
but increases the query reaction time by only one. compared, 
changing the join algorithm to sort-merge incurs significantly 
higher reaction time penalties. 
Query B in Table 1, is an equijoin on two tables that are 
clustered on the join attribute ‘unique2’. the 2 5GB tables are 
comparatively large compared to the amount of available main 
memory, but since the tables are already sorted on the join 
attribute the inputs don't got to be sorted before joining using 
a merge join operation. query B is I/O-intensive, requires 
minimal computation, and has a low peak memory 
requirement. For this question , as shown in Figure 3 (b), 
using the sort-merge join beside reducing the memory 
requirement produces a win of 12% energy savings for fewer 
than 1% performance penalty. The response times for the hash 
join plans are way larger than sort-merge for query A, and are 
therefore left out of Figure 3 (b). 
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(a) 
 

 
 

(b) 
Fig. 3. Usage of two equijoin query classes in : ERPs: (a) Low memory requirement (b) Low memory and I/O heavy. Two join are used: hash join (HJ) and 

sort-merge join (MJ); along with ‘stock’ (S) and low memory (M). 
 
6. Conclusion 
This paper presents a replacement framework for energy-
efficient query process. The framework augments question 
plans created by ancient traditional optimizers with associate 
energy consumption prediction to provide associate Energy 
Rejoinder Time Profile for a query. These energy rejoinder 
profile  s will then be utilized by the software in varied 
attention-grabbing ways that, together with finding the 
foremost energy-efficient question set up that meets sure 
performance constraints (dictated by SLAs). To modify the 
framework, a dbms wants associate energy consumption 
model for queries, and that we have developed a 
straightforward, portable, practical, and correct model for a 
very important set of database operations and algorithms. 
we've got used our framework to reinforce a poster dbms 
using actual energy measurements, and incontestable that 
important energy savings area unit possible in some cases. 
Additionally, the energy consumption at the using level and 
code level ought to be thought of by software developers 
within the style of their future application implementations 
victimization varied energy-efficient techniques planned.  
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