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Abstract-- Image segmentation could be very vital software 
in a biomedical prognosis use photo data analysis. In 
medical analysis the accuracy of photo segmentation has a 
critical medical requirement for the localization of frame 
organs or pathologies with a purpose to improve the 
excellent of prediction of disease or infections. This paper 
covers overview that consists of several articles in wich 
today's A.I biomedical photograph segmentation strategies 
are implemented to special imaging shade area models. 
This evaluation article describes how numerous computer 
assisted diagnosis system works for reaching the aim of 
locating peculiar segments of body organs in biomedical 
pix of the MRI, ultrasound etc. It has been located that 
those segmentation approach are broadly giving accurate 
results wherein the segmentation of the images is 
performed by using defining an energetic form model after 
which localization of potential area of interest the usage of 
thresholding. 
 
Key Words: Image processing, biomedical analysis, 
detection, pattern recognition. 
 
1. Introduction: 
The use of colour and texture information collectively has 
strong links with the human perception and in many practical 
scenarios the colour-alone or texture-alone image information 
is not sufficiently robust to accurately describe the image 
content. An example is provided by the segmentation of 
natural images that exhibit both colour and texture 
characteristics. This intuitive psychophysical observation 
prompted the computer vision researchers to investigate a 
large spectrum of mathematical models with the aim of 
sampling the local and global properties of these two 
fundamental image descriptors. Nonetheless, the robust 
integration of colour and texture attributes is far from a trivial 
objective and this is motivated, in part, by the difficulty in 
extracting precise colour and texture models that can locally 
adapt to the variations in the image content. In particular the 
segmentation of natural images proved to be a challenging 
task, since these images exhibit significant inhomogeneities in 
colour and texture and in addition they are often characterised 
by a high degree of complexity, randomness and irregularity. 
Moreover, the strength of texture and colour attributes can 
vary considerably from image to image and complications 
added by the uneven illumination, image noise, perspective 

and scale distortions make the process of identifying the 
homogenous image regions extremely difficult. All these 
challenges attracted substantial interest from the vision 
researchers, as the robust integration of the colour and texture 
descriptors in the segmentation process has major implications 
in the development of higher-level image analysis tasks such 
as object recognition, scene understanding, image indexing 
and retrieval, etc. 
Medical images play vital role in assisting health care 
providers to access patients for diagnosis and treatment. 
Studying medical images depends mainly on the visual 
interpretation of the radiologists. However, this consumes time 
and usually subjective, depending on the experience of the 
radiologist. Consequently the use of computer-aided systems 
becomes very necessary to overcome these limitations. 
Artificial Intelligence methods such as digital image 
processing when combined with others like machine learning, 
fuzzy logic and pattern recognition are so valuable in Image 
techniques can be grouped under a general framework; Image 
Engineering (IE). This is comprised of three layers: image 
processing (lower layer), image analysis (middle layer), and 
image understanding (high layer). Image segmentation is 
shown to be the first step and also one of the most critical 
tasks of image analysis. Its objective is that of extracting 
information (represented by data) from an image via image 
segmentation, object representation, and feature measurement. 
Result of segmentation; obviously have considerable influence 
over the accuracy of feature measurement [2]. The 
computerization of medical image segmentation plays an 
important role in medical imaging applications. It has found 
wide application in different areas such as diagnosis, 
localization of pathology, study of anatomical structure, 
treatment planning, and computer-integrated surgery. 
However, the variability and the complexity of the anatomical 
structures in the human body have resulted in medical image 
segmentation remaining a hard problem [3]. 
 
2. Literature Review: 
Dana E. Ilea et. al, (2011) [4] The adaptive integration of the 
colour and texture attributes in the development of complex 
image descriptors is one of the most investigated topics of 
research in computer vision. The substantial interest shown by 
the research community in colour–texture-based segmentation 
is mainly motivated by two factors. The first is related to the 
observation that the imaged objects are often described at 
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perceptual level by distinctive colour and texture 
characteristics, while the second is motivated by the large 
spectrum of possible applications that can be addressed by the 
colour–texture integration in the segmentation process. Over 
the past three decades a substantial number of techniques in 
the field of colour–texture segmentation have been reported 
and it is the aim of this article to thoroughly evaluate and 
categorise the most relevant algorithms with respect to the 
modality behind the integration of these two fundamental 
image attributes. In this paper we also provide a detailed 
discussion about data collections, evaluation metrics and we 
review the performance attained by state of the art 
implementations. We conclude with a discussion that samples 
our views on the field of colour–texture image segmentation 
and this is complemented with an examination of the potential 
future directions of research. 
The major objective of this paper was to analyse the main 
directions of research in the field of colour–texture 
segmentation and to categorise the main approaches with 
respect to the integration of the colour and texture descriptors 
in the segmentation process. After evaluating a large number 
of papers, we identified three major trends in the development 
of colour– texture segmentation, namely algorithms based on 
implicit feature integration, approaches that integrate the 
colour and texture attributes in succession and finally methods 
that extract the colour and texture features on independent 
channels and combine them using various integration 
schemes. The methods that fall in the latter categories proved 
to be more promising when viewed from algorithmic and 
practical perspectives. However, since the level of algorithmic 
sophistication and the application domain of the newly 
proposed algorithms is constantly increasing it is very difficult 
to predict which approach will dominate the field of colour–
texture analysis in the medium to long term but we believe 
that the next generation of algorithms will attempt to bridge 
the gaps between approaches based on sequential feature 
integration and those that extract the colour–texture features 
on independent channels. Currently, the main research area in 
the field of colour–texture segmentation is focused on 
methods that integrate the features using statistic/ probabilistic 
schemes and methods based on energy minimisation. However 
in line with the development of new algorithms an important 
emphasis should be placed on methodologies that are applied 
to evaluate the performance of the image segmentation 
algorithms. We feel that this issue had not received the 
attention that it should deserve and as a result the lack of 
widely accepted metrics by the computer vision community 
made the task of evaluating the appropriateness of the 
developed algorithms extremely difficult. Although substantial 
work needs to be done in the area of performance evaluation, 
it is useful to mention that most of the algorithms that have 
been recently published had been evaluated on standard 
databases and using well-established metrics. Also, it is fair to 
mention that the publicly available datasets are not sufficiently 
generic to allow a comprehensive evaluation, but with the 
emergence of benchmark suites such as Berkeley database this 
issue starts to finally find an answer. We believe that this 

review has thoroughly sampled the field of colour–texture 
segmentation using a systematic evaluation of a large number 
of representative approaches with respect to feature integration 
and has also presented a useful overview about past and 
contemporary directions of research. To further broaden the 
scope of this review, we have also provided a detailed 
discussion about the evaluation metrics, we examined the most 
important data collections that are currently available to test 
the image segmentation algorithms and we analysed the 
performance attained by the state of the art implementations. 
Finally, we cannot conclude this paper without mentioning the 
tremendous development of this field of research during the 
past decade and due to the vast spectrum of applications, we 
predict that colour– texture analysis will remain one of the 
fundamental research topics in the foreseeable future. 
 
the algorithm proposed by Panjwani and Healey [5] is one of 
the representative works that belongs to this category. In their 
paper, the authors suggest a region-based approach that uses 
colour Gaussian Markov Random Field (GMRF) models 
which take into consideration not only the spatial interactions 
within each of the spectral bands but also the interactions 
between colour planes. The parameters of the GMRF are 
estimated using maximum likelihood methods and the 
segmentation algorithm is divided into two main steps. The 
first step of the algorithm performs region splitting that is 
applied to recursively divide the image into square regions 
until a uniformity criterion is upheld. The second step 
implements an agglomerative clustering which merges regions 
with similar characteristics in order to form texture 
boundaries. Experiments were performed on natural images 
and the authors conclude that the use of joint colour– texture 
models for unsupervised segmentation improves the 
segmented result when compared to colour-alone or 
texturealone methods. Still they remark that the availability of 
a priori image knowledge would improve the effectiveness of 
the random field models when used in the context of 
unsupervised segmentation. 
 
A more detailed study that evaluated the importance of the 
chromatic content has been conducted by Paschos and 
Valavanis [6]. In this work the authors were mostly concerned 
with investigating the optimal approach to integrate the 
colour– texture features. The colour space used in their study 
is the xyY, where Y represents the luminance component that 
is separated from the chrominance values xy. The algorithm 
initially estimates a colour measure in a form of xy 
chromaticity maps and in the next step the combined colour–
texture features are determined 
using the autocorrelation of the chromaticity maps that are 
calculated for orientations that span the 0–901 angle spectrum 
with a resolution of 51. To produce a compact representation 
they define the global colour–texture descriptors as peaks in 
the directional histograms that are calculated for each 
orientation. The main aim of this paper was to emphasise the 
importance of the chromatic content when evaluated in 
conjunction with texture description but its main disadvantage 
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is that it captures only the global colour–texture characteristics 
in the image, an information that may be useful in the 
implementation of image retrieval algorithms but too generic 
to be directly used in the construction of accurate 
segmentation schemes. 
 
As opposed to the work by Paschos and Valavanis [6] where 
the feature integration has been approached from a conceptual 
perspective, Shafarenko et al. [7] explored the practical 
problems associated with the implicit colour–texture 
integration by proposing a bottom-up segmentation approach 
that has been developed for the segmentation of randomly 
textured colour images. In this approach the segmentation 
process is implemented using a watershed transform that is 
applied to the image data converted to the CIE Luv colour 
representation. Nonetheless, the application of the watershed 
transform results in over-segmentation and to compensate for 
this problem the resulting regions are merged according to a 
colour contrast measure until a termination criterion is met. 
Although the authors assert that the proposed technique is 
completely automatic and returns accurate segmentation 
results, the experimental data indicates that the method has 
been specifically designed for processing granite and blob like 
images. 
 
Hoang et al. [8] proposed a different approach to include the 
colour and texture information in the segmentation process 
and they applied the resulting algorithm to the segmentation of 
synthetic and natural images. Their approach proceeds with 
the conversion of the RGB image into a Gaussian colour 
model and this is followed by the extraction of the primary 
colour–texture features from each colour channel using a set 
of Gabor filters. Since the local colour–texture properties were 
sampled with a large number of filters, they applied Principal 
Component Analysis (PCA) to reduce the dimension of the 
feature space from sixty to four. The resulting feature vectors 
are used as inputs for a K-means algorithm that is employed to 
provide the initial segmentation that is further refined by a 
region-merging procedure. The main advantage of this 
algorithm resides in the application of the standard multi-band 
filtering approach to sample the local colour–texture attributes 
and the representation of the colour image in the wavelength 
Fourier space. Throughout their paper, the authors underline 
that the use of colour and texture features in combination 
provides far better discrimination than in cases when these 
features are individually used. Several segmentation results 
returned by the Hoang et al. [8] method when applied to a set 
of images from Berkeley database. These results were 
obtained using the application made publicly available by the 
authors at the following web address: http://staff. 
science.uva.nl/~mark/downloads.html#texture. 
 
A conceptually related feature integration approach has been 
explored in the paper by Shi and Funt [9]. The major idea 
behind this approach is to provide a compact representation 
where the components of the RGB colour space are converted 
into a quaternion. The proposed algorithm consists of three 

computational stages. The first stage implements a training 
procedure where compressed feature vectors are generated by 
applying a Quaternion Principal Component Analysis (Q-
PCA) to the training data obtained from a set of sub windows 
taken from the input image. In the second step the input data is 
projected on the Q-PCA subspace and the resulting vectors are 
clustered using a K-means algorithm. To avoid issues related 
to over segmentation, the final stage of the algorithm applies a 
merging process to join the adjacent regions with similar 
texture characteristics. The authors state that the use of a 
quaternion representation to sample the RGB colour–texture 
attributes is advantageous as both intra- and inter-channel 
relationships between neighbouring pixels are simultaneously 
taken into consideration. Although conceptually interesting, 
the performance of this colour–texture segmentation scheme is 
highly dependent on the appropriate selection of the size of the 
sub-windows that sample the local colour–texture content and 
also on several user-defined parameters such as the merge 
threshold and the number of clusters required by the K-means 
procedure.  
 
A similar idea has been employed by Wang et al. [10] where 
quaternion Gabor filters were proposed to sample the colour– 
texture properties in the image. In their approach the input 
image is initially converted to the Intensity Hue Saturation 
(IHS) colour space and then transformed into a reduced 
biquaternion representation. The segmentation task is 
implemented using a multi-stage process that includes the 
following computational steps: multi-channel Gabor filtering, 
feature space dimensionality reduction using Principal 
Component Analysis, K-Means clustering, mean-shift 
smoothing and post-processing refinements. The experiments 
were conducted using several images from the MIT VisTex 
database (Vision Texture—Massachusetts Institute of 
Technology) 
 
Multi-scale implementations have been widely investigated in 
the context of texture analysis and due to their intrinsic 
advantages these approaches have been further generalised to 
cover the colour– texture domain. In this regard, we would 
like to draw attention to the paper by Jain and Healey [11] 
where a multi-scale classification scheme in the colour–texture 
domain has been investigated. In this work the authors applied 
a bank of circularly symmetric Gabor filters to extract 
unichrome and opponent image features that describe the local 
colour–texture information. Thus, the unichrome features 
capture the spatial structure of the texture and are 
independently extracted from each spectral band, while the 
opponent image features capture the spatial correlation 
between spectral bands in a multi-scale sense. The 
performance of the proposed algorithm was analysed in 
conjunction with classification tasks and the authors 
demonstrate that substantially improved results are obtained 
when both unichrome and opponent image features are used in 
the classification process, as opposed to situations when the 
primary features were analysed alone. The implicit integration 
of colour and textural features was a characteristic of the early 
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approaches in the field of colour– texture analysis and this 
observation is justified in part since texture analysis was 
predominantly evaluated in the context of greyscale images. 
Thus, the extension of the monochrome texture- based 
segmentation algorithms to colour data has been approached 
as the extraction of the texture features on each component of 
the colour representation and often the feature integration has 
been achieved using simplistic approaches. However the 
recent trend in colour–texture analysis departed from the 
principles behind implicit colour–texture feature extraction 
and more sophisticated models were adopted to attain 
improved segmentation accuracy. 
 
A more involved colour–texture integration scheme (that is 
referred to as CTM—Compression-based Texture Merging) 
was proposed by Yang et al. [12]. In this approach the authors 
simultaneously extract the colour–texture features at pixel 
level by stacking the intensity values within a window for 
each band of the CIE Lab converted image. As the 
segmentation is formulated as a data clustering process, for 
computational purposes the dimension of the colour–texture 
vectors is reduced to eight using Principal Component 
Analysis. The authors argue that often the colour–texture 
information cannot be described with normal distributions, 
and to compensate for this issue they employed a coding-
based clustering algorithm which is able to accommodate 
input data defined by degenerate Gaussian mixtures. The 
proposed algorithm has been evaluated on images from 
Berkeley database and the authors were particularly interested 
in analysing the performance of the proposed segmentation 
technique when the internal parameters of the coding-based 
clustering technique were varied. Comparative results were 
reported when the CTM algorithm was evaluated against three 
state of the art implementations. 
 
3. Conclusion: 
This work comprises evaluation of numerous segmentation 
methods applied for biomedical photo segmentation. It has 
been located that segmentation those strategies consist of 
pattern recognition in the pictures using an active shape model 
and then localization of capacity lesions the use of 
thresholding. The 2nd techniques of segmentation are helpful 
in cardiac pictures MRI or ultrasound pics. The segmentation 
is completed with the aid of using a region based snake in 
which the facts time period is pushed by way of digital picture 
forces derived from the photograph intensities. To overcome 
troubles with the cardiac valve beginning and closing at some 
stage in the cardiac cycle, we annotate  anchor points, one on 
each side of the valve. This approach shows promising 
consequences. In a few paper it's far found that methods are 
evolved with objective of measuring the abnormality in form 
of the organs performed the usage of the shortest direction 
algorithm. The size consists of analysis of how a great deal it 
deviates from a regular one. It may be concluded that the 
segmentation satisfactory may be in addition stepped forward 
via applying a two-degree technique processing of both 
textured and non-textured.  

First degree calculates textured capabilities from the bands 
coefficients of the dual-tree wavelet rework of photograph. 
Thereafter filtering have to be applied to limit the ambiguities 
of texture areas on the boundaries of the photo objects. The 
calculated texture function may be used to locate the distance 
primarily based gradient characteristic for that reason the 
segmented areas obtained with the aid of transformation can 
be grouped to  meaningful area of comparable features by the 
use of spectral clustering approach by using the usage of the 
weighted suggest based value feature for location partitioning. 
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