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Abstract: Data-driven predictive analytics is a kind of 

analysis that is used in smart manufacturing. This type of 

analytics makes use of several machine learning 

techniques, including classical and deep learning. The 

construction of the model used an ANN encoder–decoder 

pair, and it was designed using VGG19 as its foundation. 

An ANN and VGG19 architecture have been built in order 

to accomplish the goal of accurately forecasting the speed 

of the machines that are used in the process of smart 

manufacturing. Because the auto encoder is a feed forward 

artificial neural network, its input and output are exactly 

the same. The unsupervised learning techniques known as 

auto encoders features extraction from input without the 

use of having annotated data of target. The results provide 

light on performance measures including MAE, MSE, 

RMSE, and SMAPE. 
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1. Introduction: 

Integrating big data, high-performance computing, advanced 

analytics, and the industrial Internet of things are some of the 

components that are required for smart manufacturing, which 

is a process that improves manufacturing operations. As a 

direct result of this, products of superior quality are being 

offered at more affordable costs. The goal of integrating, 

optimising, and monitoring the many smart devices, factories, 

processes, and equipment is to raise production levels while 

simultaneously cutting waste and improving efficiency. 

The implementation of this technology in manufacturing is a 

critical enabler that may be used to solve challenges related 

with manufacturing processes such as demand management, 

inventory / production supply, and scheduling. "Deep 

learning," sometimes abbreviated as "DL," refers to a set of 

algorithms that include adopting stacked layer architectures in 

a hierarchical form in order to learn features at a high level 

from data. "DL" stands for "deep learning." There are four 

basic categories that may be used to classify deep learning 

architectures, which are as follows: a) deep belief networks; b) 

auto encoders; c) recurrent neural networks (RNN); and d) 

convolution neural networks (CNN). In recent years, the 

results that have been created from DL have enhanced 

researchers' interest in the application of DL for the process of 

smart manufacturing. This interest comes as a direct result of 

the discoveries that have been made from DL. 

The use of DL models has shown that they are capable of 

producing exceptional predictions in the fields of image 

speech, language, and smart gamification. Studies are utilised 

and developed under the umbrella of DL algorithms in the 

area of smart manufacturing for the aim of anomaly 

identification, fault diagnosis, and health monitoring of the 

manufactured goods. The Long Short-Term Memory (LSTM) 

is a subtype of the Recurrent Neural Network (RNN) that 

keeps the temporal dimension of the data by joining neurons 

for a network that is a direct cycle of the input data. LSTMs 

are used in artificial intelligence and machine learning 

applications. In other words, it acquires knowledge by its own 

experiences and failures. 

 

2. Related Work: 

At one time AI was an idea isolated into significant fields of 

use. A portion of those fields where regular language 

handling, programmed programming, mechanical technology, 

PC vision, programmed hypothesis demonstrating, keen 

information recovery, and so forth. These days these 

application regions are broad to the point that each could be 

viewed as a field all by itself. Computer based intelligence is 

presently best portrayed collectively of center thoughts that 

underline a considerable lot of these applications [9]. The 

utilization of man-made intelligence by machines to get done 

with complex jobs, lessen costs and work on the nature of 

labor and products is the center rule of shrewd industrial 

facilities and industry 4.0 [10]. Simulated intelligence 

advancements are saturating the assembling business and 

blending the physical and virtual universes with the assistance 

of digital actual frameworks. The utilization of man-made 

intelligence makes the assembling business brilliant and fit for 

tending to current difficulties like adjustable necessities, 

decreased chance to arrive at the market and expanding 

number of sensors utilized in hardware [11]. The utilization of 

adaptable robots joined with man-made intelligence considers 

simpler assembling of various items. Man-made intelligence 

strategies (like information mining) are equipped for 

examining enormous volumes of ongoing information 

assembled from different sensors [12]. 

Lately, man-made intelligence calculations [13] and AI (ML) 

approaches have been effectively applied in true situations, 

like business, industry and computerized administrations. ML 
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[14] is utilized to "educate" machines how to manage 

information all the more effectively, mimicking the learning 

idea of objective creatures and can be carried out with 

artificial intelligence calculations (or methods), mirroring the 

standards/approaches of normal qualities like connectionist, 

hereditary qualities, insights and probabilities, in view of 

cases, and so forth. With the artificial intelligence calculations 

and in light of the ML approach, it is feasible to investigate 

and separate data to order, partner, streamline, bunch, 

anticipate, distinguish designs, and so on. Given the extent of 

the materialness of man-made intelligence, RPA has 

continuously been adding, to its computerization highlights, 

executions of calculations or man-made intelligence strategies 

applied in specific settings (e.g.: Venture Asset Arranging, 

Bookkeeping, HR) to group, perceive, sort, and so forth. 

Lately, a few scholarly examinations have been distributed as 

difficulties and potential, as well as contextual investigations 

of the pertinence of RPA and simulated intelligence, just like 

the instances of articles [15] in the field of programmed 

disclosure and information change, in the review region, [17] 

in the utilization of Business Cycle The board and in 

efficiency enhancement processes [18] 

 

3. Methodology: 

A flowchart is a graphical representation of a process diagram 

of an algorithm or system in a computer. They are used 

extensively in a variety of areas to research, record, and plan, 

as well as for enhancing and conveying multiple processes, 

and they are often presented in the form of easy-to-understand 

and clear diagrams. 

Flowcharts, also called flow charts, may use ovals, rectangles, 

diamonds, and a wide variety of other shapes to possibly 

define the step type. They also use connections of arrows to 

define sequence and flow. 

They may range from hand-drawn flowcharts to computer-

generated flowcharts and diagrams, all of which represent the 

multiple pathways and processes. When all of the variations of 

flowcharts are taken into account, it can be said that they are 

the most prevalent types of diagrams. Flowcharts are used by 

both non-technical and technical individuals in a wide variety 

of industries and procedures. 

Flowcharts are often referred to by their more specialist titles, 

such as the Process Map Process Flowchart, the Business 

Mapping Process, the Functional Flowchart, the Business 

Modeling Process and Notation (BPMN), or the Process Flow 

Diagram (PFD). 

They have types to a variety of well-known diagrams, such as 

Data Flow Diagrams (DFDs) and Unified Modeling Language 

(UML) Activity graphs. 

 

4. Result and Discussion: 

System testing is related to the implementation stage, that 

aimed to ensure that system working efficiently & accurately 

before the live operation starts. Testing process executes a 

program with the intention to find error. An appropriate 

testing case has a high probability to find the error. A 

successful test is capable of answering the error that are 

undiscovered. 

 

System Testing validates the product of fully & complete 

integrated software. The system test associated to  the purpose 

of evaluating the end-to-end specifications of the system. The 

software is usually one element of a large computer 

application. The software ultimately has interfacing to other 

hardware/software systems. System Testing is a series of 

different testing actually with a sole purpose associated with 

the exercise of full computer-based system. 

 

 

 
Fig 1: Flow Chart 

 

Testing is related to integrated applications fully includes 

external peripherals for checking how components are 

interacting with one another and with the whole system. This 

is also known as End to End scenario of testing. 

Verification thorough testing of input in the application used 

for checking of desired outputs. 

Unit testing is a process of software development associated to  

the smallest testable application parts, known as the units, are 

independently & individually scrutinized to operate properly. 

This methodology of testing done by the process of 

development of software engineer and associated staff. 

Unit testing is the smallest testable unit associated with 

application. It is done during the phase of coding by the 

developers. For performing the  unit testing, a piece of code is 
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written by developer (unit tests) for verifying the code to be 

tested (unit) is working correctly or not. 

Unit testing is a type in which individual functions or units or 

software testing is performed. Its primary purpose is the 

testing of each function or unit. A unit as a smallest testable 

part mainly has one or more inputs that are  producing a single 

output. 

Unit testing is a method of testing a software where ―units‖—

the individual components of software—are tested. 

Developers write unit tests for their code for making it sure 

that the code is correctly working. It is associated to  helps for 

detection and protection against bugs related to future 

applications of real time. 

 

Integration Testing 

Data may lost across an interfacing, one module may have an 

adverse effect on the different sub function, when combined, 

may not producing the desired functionality. Integrated testing 

is systematic testing performed with the with data sample. for 

fulfilling the need associated to  the integrated  test for finding 

out the overall performance of the system. 

This testing type following the natural controlling of flow 

hierarchy related from top to bottom. For example, if we have 

a fitness application software with four modules –a profile 

page, login page, payment page & workout page. The 

application testing starts from the crucial top-level module.  

There are two types of integration testing. They are: 

 

 
Fig. 2: Input data of machine speed by different sensors 

 

i) Top-down integration testing: 

Top-down integration testing used for simulating the 

behaviour of the modules of lower-level that are not integrated 

yet. Stubs are the modules that are acting as temporary 

replacement for a module and giving the similar kind of  

response in performance as that of the actual product. 

 

ii) Bottom-up integration testing. 

It is a specific type of testing that associated to  the lowest 

components of a code base first. It generally refers to a middle 

phase in testing of a software that is involving the integrated 

code units and testing them together, before test of a code base 

or entire system. 

 

 
Fig 3: Output data to describe machine speed as 

"NORMAL' or 'ABNORMAL' as 0/1. 

 

 

5. Conclusion: 

In this thesis, an algorithm based on the deep learning 

platform VGG-19 and an artificial neural network based auto 

encoder associated architecture are employed in order to 

estimate the speed of machines used in the smart 

manufacturing process. In the model that has been proposed, 

the architecture of the encoder–decoder, which also functions 

as a technique for dimensionality reduction, encourages 

representation learning while the model is being trained. 
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